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Abstract
When assessing text, supervised natural language processing (NLP) models have traditionally been used

to measure targeted constructs in the organizational sciences. However, these models require significant

resources to develop. Emerging “off-the-shelf” large language models (LLM) offer a way to evaluate orga-

nizational constructs without building customized models. However, it is unclear whether off-the-shelf

LLMs accurately score organizational constructs and what evidence is necessary to infer validity. In this

study, we compared the validity of supervised NLP models to off-the-shelf LLM models (ChatGPT-3.5

and ChatGPT-4). Across six organizational datasets and thousands of comments, we found that super-

vised NLP produced scores were more reliable than human coders. However, and even though not spe-

cifically developed for this purpose, we found that off-the-shelf LLMs produce similar psychometric

properties as supervised models, though with slightly less favorable psychometric properties. We con-

nect these findings to broader validation considerations and present a decision chart to guide research-

ers and practitioners on how they can use off-the-shelf LLM models to score targeted constructs,

including guidance on how psychometric evidence can be “transported” to new contexts.
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The use of machine learning (ML) and natural language processing (NLP) has become widespread
within the organizational sciences (Campion & Campion, 2023). In many instances, ML can achieve
similar reliability as human judges when assessing psychological constructs (e.g., Koenig et al.,
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2023). Methods like NLP also eliminate the time and effort spent by humans to evaluate text.
Considering these features in tandem, NLP offers an attractive tool for those seeking to understand
organizational phenomena from unstructured data.

Supervised modeling (James et al., 2017) is a form of ML that trains models to transform predictor
data (e.g., text) to recreate target criteria (e.g., personality scores). It is the dominant NLP paradigm in
the organizational sciences to date. Researchers have recently leveraged powerful neural network
transformer models trained to recreate personality (e.g., Fan et al., 2023), attitudes (e.g., Speer
et al., 2023), and interview scores (e.g., Rottman et al., 2023), with generally favorable psychometric
properties. However, supervised modeling is also time-consuming and resource-intensive when
developing models, as it requires moderate to large sample sizes and the existence of target criterion
scores, which may or may not require collecting new data (e.g., subject matter expert [SME] judg-
ments to evaluate text documents). This is prohibitive in many cases and prevents scalable use for
assessing new constructs. If NLP researchers could forgo the need to build customized, supervised
models, this could have major implications for how practitioners and researchers evaluate text
data and increase ease of use.

In late 2022, the world was introduced to powerful and accessible large language models (LLM),
such as GPT-3.5, built specifically for language processing and generation tasks. Many new LLMs
have been created since (e.g., GPT-4, Gemini, and Llama2), and improvements to existing LLMs are
steadily being made. These massive neural network models contain billions to trillions of parameters
and have been trained on unprecedented amounts of data to understand and predict text. In turn, they
demonstrate impressive capabilities in solving a range of unexpected knowledge, creativity, and
other human-related tasks (e.g., Demszky et al., 2023; Sartori & Orrù, 2023). Because of their capa-
bility to understand language, LLMs may be well-suited for assessing psychological constructs and
phenomena from text.

Importantly, what makes LLMs like GPT so intriguing for this task is that they can be used in an
“unsupervised” fashion, meaning they do not require training new supervised models with matched
target criterion labels. Instead, users can simply prompt the LLM with instructions on what to do
(e.g., “How positive is this text, on a scale from 1= negative to 5= positive?”) and receive automatic
outputs. This has been called “zero-shot” modeling in the computer sciences (e.g., Brown et al.,
2020) and, in essence, makes LLMs an “off-the-shelf” solution for a variety of tasks, including poten-
tially some of which supervised modeling has historically been used for (e.g., replacing human
SMEs). This creates an attractive option to score text, and one with a user-friendly interface that
reduces the knowledge barrier for use (e.g., ChatGPT). If LLMs can accurately score text across con-
texts, that would have massive implications and opportunities for researchers. For example, research-
ers might be able to quickly score employee survey comments, interviews, or applicant materials
rather than use trained SMEs. Likewise, people analytics teams could quickly score employee
survey data according to any number of attitudes and perceptions. That is, however, if LLMs are
capable of accurate “off-the-shelf” scoring.

The efficacy of LLMs in performing text analysis needs to be evaluated (Demszky et al., 2023),
particularly when applied for new purposes. It remains unclear whether off-the-shelf LLM scoring
will produce similarly valid scores in organizational settings compared to customized, supervised
approaches. Just like with traditional psychological assessment, any set of scores should exhibit evi-
dence of validity (e.g., Furr, 2021). This is particularly relevant for off-the-shelf LLMs, which may
work well for some texts and contexts but not for others (e.g., Demszky et al., 2023). On the other
hand, if off-the-shelf LLM scoring is valid for specific types of texts and within certain contexts,
researchers and practitioners may “transport” (Principles for the Validation and Use of Personnel
Selection Procedures, 2018) that evidence to new use cases that possess similar contextual features
of the original validation efforts, similar to transportability validity strategies used within employee
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hiring (Principles for the Validation and Use of Personnel Selection Procedures, 2018). However,
initial psychometric evidence must first be obtained.

Within this research we juxtapose supervised and off-the-shelf LLM scoring across six datasets
and thousands of text documents. We then provide a framework for how to establish psychometric
evidence for off-the-shelf LLM scoring in new contexts, both research-focused and applied. This
experiment is performed across six performance appraisal (PA) datasets and thousands of employee
comments, providing a robust test across diverse settings that differed in format and purpose. PAs
often contain both numerical ratings of employee performance as well as qualitative descriptions
that allow for more elaboration and contextualization (Brutus, 2010). Although NLP has been per-
formed in this context (Speer, 2018, 2020), past research has leveraged older NLP methods (e.g.,
bag of words ML [BOW-ML]). We compared supervised, transformer-based NLP (e.g., He et al.,
2020; Vaswani et al., 2017) to off-the-shelf LLM models (ChatGPT-3.5 and ChatGPT-4) in terms
of their relations to both numerical PA ratings and SME evaluations of the PA comments. Finally,
we conclude with a discussion of the psychometric requirements necessary to use off-the-shelf
LLMs in organizational contexts and offer a decision flow chart for how to ensure sound psychomet-
ric use of off-the-shelf LLMs in practice and research.

Experimental Context: Brief Overview
of Performance Appraisal Narratives
PAs are formalized procedures where employees are evaluated according to their behavior at work
(e.g., DeNisi & Murphy, 2017; Speer et al., 2024). The majority of PAs include evaluations by
employees’ immediate supervisors using traditional numerical formats such as graphic rating
scales (Landy & Farr, 1980). Numerical ratings are standardized and interpretable, making them
well-suited for PAs (Brutus, 2010). However, it is also common for raters to provide narrative
descriptions of employee behavior during the PAs (Gorman et al., 2017). Such narrative comments
allow raters to describe employees richly in terms of behaviors exhibited and goals obtained. Figure 1
offers some example narratives.

Investigating narratives is important because, when combined with numerical ratings, their use
increases the total amount of performance-related information being measured, and therefore, simul-
taneously increases the reliability and bandwidth of total measurement (Speer, 2018). Narrative com-
ments and numerical ratings each reflect the construct of job performance and correlate meaningfully
with one another, as raters often use the comments to justify rating decisions (Brutus, 2010; David,
2013). Thus, the inclusion of both measures increases the total amount of true score variance and, as
such, is likely to increase reliability. Furthermore, although traditional numerical ratings and perfor-
mance narratives each contain information about ratee behavior, narratives can offer additional
insights not captured by numerical ratings, allowing raters to describe competencies, goal achieve-
ments, and the effects of an employee’s behavior on others in rich and contextualized way (e.g.,
Brutus, 2010; Speer, 2018). Consistent with these points, when combined with traditional numerical
ratings, narratives explain unique variance in employee promotions, turnover, and future perfor-
mance ratings (Speer, 2018).

NLP has allowed researchers to automatically score performance narratives efficiently. Previous
efforts have shown that NLP PA scores correlate with numerical performance ratings and future per-
formance outcomes (Speer, 2018), can be used to identify what performance themes are discussed in
text (Speer et al., 2019), and can identify gender differences in how managers write performance nar-
ratives (Doldor et al., 2019) and what challenges leaders face (Tonidandel et al., 2021). However,
prior efforts have used older NLP methods (e.g., bag of words [BOW]) and have required substantial
amounts of data to develop supervised NLP models.
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Assessing Performance Narratives Using Natural
Language Processing
Prior to 2022–2023, most NLP applications within the organizational sciences used the BOW frame-
work, where the simple presence of word phrases occurring in the text is the focus of the analysis. A
typical BOW procedure (e.g., Speer, 2018, 2020) involves cleaning text (e.g., removing stopwords,
standardizing punctuation) and then forming a document term matrix that represents the frequency of
word phrases occurring in the text. Once operationalized as word vectors within this document term
matrix, the vectors can be used as predictor input features into supervised ML algorithms (BOW-ML)
to predict target scores (e.g., subject matter expert ratings [SME]).

More recently, neural network transformer models (e.g., Devlin et al., 2018; Liu et al., 2019;
Vaswani et al., 2017) emerged as the dominant NLP architecture (Min et al., 2021). Transformers
better encapsulate the contextual meaning of language, having been trained to predict words based
on their context. Via specialized attention algorithms and deep neural networks, transformers
better utilize text information. These dense neural networks can be used for language generation.
Additionally, if the goal is to predict some target variable, such as interview ratings or performance
evaluations, an upper neural network layer can be stacked above the language layers (i.e., language
layers capture the meaning of language and allow for prediction and generation of language). This
additional layer translates text representations into predicted target variable scores and, in this
case, can be used to predict numerical PA ratings.

To our knowledge, transformers have not been applied to PA narratives in the organizational sci-
ences literature, though they have outperformed BOW for other organizational tasks (e.g., Speer

Figure 1. Example performance narrative comments.
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et al., 2023; Thompson et al., 2023). In this study, we developed both supervised BOW and super-
vised transformer-based models to score performance narratives. Building on this, we then
explored the efficacy of two off-the-shelf (i.e., zero-shot) LLMs: GPT-3.5 and GPT-4. Whereas
previous transformer models (e.g., BERT from Vaswani et al., 2017; DeBERTa from He et al.,
2020) typically require supervised fine-tuning for effective use in the organizational sciences,
LLMs like GPT require no such fine-tuning. Instead, users can simply indicate the desired task
they wish to perform. An example task is shown in Figure 2, where the user instructs the model
to evaluate PA comments and score those comments on a 1–5 scale. This task is unsupervised
because the model is not trained—meaning the model parameters are not updated—to recreate
the target criterion. Rather, a “zero-shot” language-based prompt helps inform the model of the
desired text analysis.

Study Research Questions
For all three types of algorithms (supervised BOW, supervised transformer, off-the-shelf LLM), we
expected strong levels of convergence with performance-related variables. In this study, we used two
convergent ground truth measures: traditional numerical ratings and SME ratings of the text. A
benefit of traditional numerical PA ratings is that they are often readily available in human resources
systems, therefore resulting in large sample sizes when training the model. On the other hand, tradi-
tional numerical ratings serve different purposes than narrative comments (Brutus, 2010; Speer,
2018), and it may be worthwhile to train algorithms to directly evaluate the sentiment of written com-
ments. Thus, we also used SME ratings of the text. The narrative itself contains cues that allow for
inference of employee performance, and these scores serve as a more direct measure of an employ-
ee’s performance based on the narrative text. Strong correlations with these measures are required to
establish evidence of construct validity.

Research Question 1: What is the correlation between NLP scores with (a) traditional numerical
ratings and (b) SME ratings of narrative valence.

Supervised NLP methods are trained specifically to recreate the target ground truth scores. Thus, they
are highly customized. In comparison, we use zero-shot LLM prompting to score the narratives
“off-the-shelf.” Despite the lack of customization, LLMs have demonstrated remarkable capabilities

Figure 2. Prompt instructions used for GPT performance appraisal assessment.
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of understanding and generating language and may perform well at evaluating performance valence
despite not being explicitly trained to do so.

Research Question 2: How do psychometric properties (correlations with traditional numerical
ratings, correlations with SME ratings) differ between supervised BOW, supervised transformer
models, and off-the-shelf LLM scores?

Methods
Datasets
Six PA samples were included, coming from varied organizations and using diverse PA formats,
therefore representing a large and assorted set of data for this study. Table 1 provides details regard-
ing each sample. For samples where there were multiple comments nested within ratee (Samples 1
and 2), we concatenated all narrative comments into one overall comment per ratee. Because
sample sizes varied across the six samples, and to avoid any one sample from dominating model
training, sample size within subsample was restricted to 2000 by randomly selecting 2000 cases
from that sample. Sample sizes for Samples 1–6 were 841, 110, 133, 2000, 366, and 1753. All
respondents possessed an open-ended performance comment as well as a traditional numerical per-
formance rating. As discussed below, a subset of narrative comments were also rated by SMEs, such
that a random subset of 200 ratee comments per sample were randomly selected, or in the case where
a sample N was less than 200, the total number of ratings. Sample sizes for Samples 1–6 for SME
ratings are 200, 110, 133, 200, 200, and 200.

Supervised models were trained using k-folds cross-validation across all samples to avoid over-
fitting and to create generalizable algorithms. Our focus for this research was to develop algorithms
to score overall job performance.

Target Criterion Scores
Two sets of target criterion scores were examined, with these used to train supervised models and also
serving as convergent measures of job performance. The first criterion was continuous, numerical
performance ratings. The benefit of numerical ratings is that ratings naturally existed for all narra-
tives, resulting in large sample sizes for model training and evaluation. Second, we used direct
SME ratings of performance narrative sentiment. Due to the time-consuming nature of SME judg-
ments, we reviewed a random subsample of 1,043 SME ratings across the six samples, sampling
200 ratees from each sample, or in the case where a sample N was less than 200, the total number
of ratings (resulting in sample sizes of 200, 110, 133, 200, 200, and 200 for samples 1–6). The
three study authors independently reviewed the performance narratives, with two raters randomly
assigned to each comment. Ratings were made using a scale ranging from 1 to 5. Inter-rater agree-
ment (G [q,1], Putka et al., 2008) averaged .88 across the six samples for a composite of two raters,
and it averaged .79 for a single rater. These values are presented in Table 2. Table 2 also reports cor-
relations between SME ratings and traditional numerical ratings within each sample (�r= .60).

Natural Language Processing Algorithms
Supervised Bag of Words Scoring. We trained a supervised BOW-ML algorithm to recreate tradi-
tional numerical performance ratings, with this BOW model serving as a comparative baseline.
Because all ratee comments had both narrative and traditional numerical performance data, the
total sample size was the sum of all the sample sizes across the six samples (N= 5203). Data were
trained using five-fold cross-validation randomly sampled across all six samples. This was used to
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train the initial model and to compute scores for each holdout fold. Within each sample, performance
ratings were standardized (i.e., z-scored) prior to training.

Pre-processing was done using the procedures outlined by Speer (2020), which involved typical
pre-processing procedures such as lowercasing, removing select punctuation, replacing contractions,

Table 1. Sample Descriptions.

Sample Description

Sample 1 These data were the first sample described in Speer (2020). Managers were recruited from Amazon

Mechanical Turk (MTurk) and made performance evaluations for two of their direct reports (their

employee with letter of first name closest to letter “A” and then “Z”). Traditional numerical

ratings and narratives were fully provided for 841 rated employees and for each of the Great 8

performance dimensions (Kurz & Bartram, 2002), as well as for overall job performance.

Comments were aggregated within ratee by concatenating their responses, and all of the

traditional numerical performance ratings were averaged into a composite score to represent

total job performance at the ratee level (for details see Speer, 2020).

Sample 2 This sample was the second described in Speer (2020). This sample used the same rating materials as

sample 1. However, the ratings were upward, such that 110 raters assessed the job performance of

their immediate supervisor. Raters were employed undergraduates at a Midwestern United States

university. Once again, numerous comments were provided by each rater (eight for the Great 8

and one for overall job performance) and these were aggregated into a single comment for each

ratee.

Sample 3 This sample was the third described in Speer (2020). Like Sample 2, raters were employed

undergraduates at a large Midwestern United States university who made upward ratings of their

immediate supervisors. Unlike Sample 2, the format of narratives was only a single open-ended

text box. A total of 135 ratings were made.

Sample 4 This sample originates from Speer (2018). Ratings came from a large United States financial services

organization. The PA evaluations were part of the annual performance review and were provided

by immediate supervisors. The ratings were used for both administrative and developmental

purposes. Over 15,000 performance narratives existed, but to minimize any sample from

dominating the training dataset, a random subset of 2000 independent ratee comments were

chosen for this research. A single overall job performance rating was provided for each ratee,

which was accompanied by a free-form comment box (for details see Speer, 2018).

Sample 5 Sample 5 raters were currently employed managers who participated via Amazon Mechanical Turk.

Participants only had access to the study if they indicated their job function was “management.”

Upon entering the survey, respondents had to answer “yes” to currently being a direct supervisor

of employees (i.e., manager) and having had completed a PA in the past year. Only respondents

who met these criteria could continue the survey.Within the survey, managers rated three of their

direct reports. Respondents were first provided a definition of PAs, and then they made ratings of

their first direct report, who was chosen by identifying the employee with letter of first name

closest to “A.” Upon completing ratings for that individual, managers rated employees closest to

the letter “M” and then “Z.” Participants were told to make ratings as if they were part of the

annual review, such that ratings were likely to influence pay, promotions, and terminations. Across

all rated employees, there were a total of 366 narratives completed. A single narrative prompt (i.e.,

overall comment box) was provided for each ratee, and we analyzed overall job performance

based on the composite of ratings across the Great 8 performance dimensions, similar to studies

1–3.

Sample 6 Annual performance ratings from a large multinational European wholesale company were used for

Sample 6. Employees from all job levels were evaluated using an overall task performance narrative

and numerical ratings of task effectiveness. There were 1753 performance ratings (i.e., ratees)

analyzed in this study.
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controlling for negation (e.g., “not great” becomes “no_great”), removing a custom set of stopwords,
and lemmatizing (Speer, 2020). After pre-processing, we ran ridge regression (e.g., Hoerl &
Kennard, 1970; Zhou & Hastie, 2005) to recreate numerical performance ratings.

Supervised Transformer Models. Two supervised transformer models were trained. The first
(initial transformer) was trained as a comparison to the BOW model, such that like the BOW-ML
model, the initial transformer model was trained to recreate traditional numerical performance
ratings. Identical cross-validation and fold settings were used.

We computed supervised transformer models using Python and Google Colab via the HuggingFace
interface (Wolf et al., 2019). DeBERTa was used as the model architecture (He et al., 2020), which is
based on the common BERT transformer architecture (Vaswani et al., 2017) but with improved trans-
former attention mechanisms that lead to improved model performance. The DeBERTa parameters
have already been pre-trained on massive datasets, thus mitigating the need for large primary samples.
Instead, transfer learning was applied in this research (e.g., Howard & Ruder, 2018; Wolf et al., 2019)
by minimally tweaking the weights on the newly collected data from this study. To prevent drastic
model forgetting when updating parameters, we fixed the embedding layer and the bottom eight language
layers, meaning we held those parameters constant and only allowed for parameter updates to the remain-
ing upper layers. To make model updates, we used established model hyper-parameters from a similar
transformer project we had worked on as starting values (weight decay= .0, learning rate= .00005,
four epochs, batch size=8). These are very similar to the DeBERTa defaults, and some additional explo-
ration of changes to these hyper-parameters did not lead to any notable model improvements. For
example, changes to weight decay and learning rate did not result in improvements in training loss,
and four epochs were found to be ideal. These settings were applied to train the initial transformer
model to recreate numerical performance ratings.

Second, we trained a final and updated model customized to predict SME judgments of narrative
performance valence, once again using k-folds cross-validation. Rather than training a new model
entirely, we used the initial transformer model parameters as the starting values and then gradually
tweaked them through four additional passes (i.e., epochs) through the data (note the choice to use the
starting values from the initial transformer model was inconsequential, as follow-up analyses
revealed that this choice only improved model psychometrics minimally, such that correlations
between NLP scores and SME ratings only differed .01 on average). Once completed, the finalized
transformer model was thus (a) pretrained using the default DeBERTa parameters, (b) fine-tuned to
predict traditional numerical performance ratings, and (c) further fine-tuned to predict SME ratings of
the performance narratives.

Table 2. Properties of SME Ratings and Traditional Numerical Ratings.

Sample

SME reliability

G (q,1)

r
SME w/

Num performance ratings

Sample 1 .81 .76

Sample 2 .80 .77

Sample 3 .85 .75

Sample 4 .73 .54

Sample 5 .82 .36

Sample 6 .74 .43

Average .79 .60

Note. G (q,1) represents single rater reliability (Putka et al., 2008). Sample sizes for Samples 1–6 for traditional numerical

ratings are 841, 110, 133, 2000, 366, and 1753. Sample sizes for Samples 1–6 for SME ratings are 200, 110, 133, 200, 200, and

200. SME= subject matter expert.
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To assist researchers and practitioners who wish to perform similar NLP work themselves, we
have included code for how to perform supervised DeBERTA, contained in the following OSF
link: https://osf.io/nzva8/?view_only= f969d75c21484aaea47bbea51db796d6. Additionally, we
have included a mock PA dataset so users can experiment themselves.

Off-the-Shelf LLM. We used the OpenAI API to generate NLP scores using both GPT-3.5 and
GPT-4. Analyses were run in March 2024 using the prompt presented in Figure 2. The prompt
results in a single NLP score for each narrative text. Like above, we have also provided OSF code
so that researchers and practitioners can perform similar work themselves.

Validation Strategy
The supervised NLP scores were all independent of model training given the nested k-folds cross-
validation. Within each sample and for all methods, NLP scores were correlated with traditional
numerical ratings and SME ratings of the same comments.

Results
A summary of results across the six samples can be found in Figure 3, and Table 3 provides more
detailed results by sample.

Supervised Bag of Words Versus Supervised Transformer
The BOW model and initial transformer model were each trained to recreate numerical performance
ratings and, therefore, serve as direct comparisons. Initial transformer scores had higher correlations

Table 3. Correlations by Model.

Sample

Bag of words

model Starting transformer model Final transformer model GPT3.5 GPT4

r SME ratings

Sample 1 .67 .85 .92 .87 .88

Sample 2 .52 .87 .91 .87 .84

Sample 3 .55 .86 .91 .88 .90

Sample 4 .66 .73 .85 .77 .81

Sample 5 .64 .81 .90 .86 .90

Sample 6 .48 .61 .76 .60 .70

Average .59 .79 .87 .81 .84

r Num performance ratings

Sample 1 .61 .81 .82 .77 .78

Sample 2 .62 .76 .84 .80 .79

Sample 3 .39 .74 .77 .72 .76

Sample 4 .53 .64 .69 .49 .49

Sample 5 .28 .45 .47 .41 .42

Sample 6 .35 .48 .59 .38 .44

Average .46 .65 .70 .59 .61

Note. Shown are holdout correlations independent of model training. BOW= bag of words. SME= subject matter expert. The

Starting Transformer Model was trained solely to predict traditional numerical performance ratings. The final transformer

model was pre-trained to predict traditional numerical performance ratings and then trained for several additional epochs to

predict human subject-matter-expert ratings. Sample sizes for Samples 1–6 for traditional numerical ratings are 841, 110, 133,

2000, 366, and 1753. Sample sizes for Samples 1–6 for SME ratings are 200, 110, 133, 200, 200, and 200. Single-rater inter-rater

agreement of SME ratings for Samples 1–6 are .81, .80, .85, .73, .82, and .74, for an average of .79.
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with SME ratings (�r .59 for BOW, �r .79 for initial transformer model, Steiger z= 11.69, p< .01) and
higher correlations with traditional numerical ratings (�r .46 for BOW, �r .65 for the initial trans-
former model, Steiger z= 20.92, p< .01). Thus, by using a more sophisticated NLP algorithm, psy-
chometric properties were improved, providing support for transformer-based scoring in this context.

Comparing Supervised Transformers
The initial transformer model was trained to recreate numerical performance ratings, whereas the
final transformer model was trained to assess the valence of performance narrative comments by
further fine-tuning the model using SME ratings. Scores from the final transformer model correlated
on average .87 with SME ratings, versus .79 for the starting transformer model (Steiger z= 9.79, p <
.01). It should be noted that the value of .87 is larger than the reliability for a single human rater (.79).

Figure 3. Average psychometric properties by scoring method.
Note. Results are averaged across the six samples. r= correlation; SME= subject matter expert rating of the text; Num_Rating

= traditional numerical rating; Human= human SME values. In respect to the SME result it is the average single-rater reliability,

and in respect to the Num_Rating results it is the average correlation with traditional numerical ratings. Sup BOW=
supervised BOW; Sup Transf= supervised transformer.

10 Organizational Research Methods 0(0)



Interestingly too, convergence with traditional numerical ratings was improved for the final trans-
former model (.70 vs. .65). Given superior performance overall, we focus on the finalized supervised
transformer going forward. The model is made freely available: https://osf.io/nzva8/?view_only=
f969d75c21484aaea47bbea51db796d6.

Before moving on, it is worth noting how much larger the correlations were between NLP scores
and SME ratings than NLP scores with traditional numerical ratings. However, this is a common
occurrence for ML solutions, as well as for multi-construct multi-method contexts (e.g., Hoffman
et al., 2010; Lance et al., 2000; Lievens et al., 2006), such that ML scores exhibit larger correlations
when the data that inform the ML and target scores come from the same source (e.g., Hickman et al.,
2022; Koutsoumpis et al., 2024; Perrotta et al., 2023). For example, Hickman et al. (2022) developed
separate ML models to recreate SME ratings of interview responses, as well as models to predict self-
report personality ratings from the interview responses. The average correlation for the former sce-
nario was .40, whereas it was just .12 in the latter.

In the case of SME ratings, both the ML scores and the SME ratings are directly informed from the
narrative data (i.e., similar method). On the other hand, in cases where ML is used to predict self-
report data, the data used to inform the ML score (narratives) is different than the data used to
inform the target scores (i.e., different method), and as such these measures are likely to reflect
slightly different factors. This is consistent with past multi-construct multi-method research, such
that scores from different sources of data often exhibit lower convergence (e.g., Hoffman et al.,
2010; Lance et al., 2000; Lievens et al., 2006). In the case of PAs specifically, the traditional numer-
ical ratings are not based directly on the narratives and serve a different functional purpose in practice
(Speer, 2018). Reflecting this, the correlation between these data sources was just .60 in the current
study. Thus, the traditional numerical ratings and SME scores were related, but clearly reflected dif-
ferent variance. The traditional numerical ratings serve only as indirect measures for ground truth and
are used for different purposes than the narrative themselves (Brutus, 2010; Speer, 2018), whereas
SME judgments more directly represent the valence of narrative comments.

An additional reason why correlations with target scores may have been higher for SME ratings
than for traditional numerical ratings is that the reliability of SME target scores was higher than that
for traditional numerical ratings. The SME composite score had an average reliability of .88, whereas
the best estimate of single-rater supervisor reliability is .65 (Speer et al., 2024). However, despite
reliability differences, the evidence from this study, as well as research in other contexts, does not
support this as the sole reason for differential correlations with target scores. If this study’s final trans-
former model correlations are corrected for unreliability, the correlations are .87 for traditional
numerical ratings and .93 for SME ratings,1 thus still demonstrating a difference. Data from other
studies are consistent with this as well. For example, if the data from Hickman et al. (2022) are cor-
rected for unreliability, correlations with target scores are .49 for SME ratings and .13 with self-report
composite scores. Similarly, corrected correlations from Koutsoumpis et al. (2024) are .61 for SME
target scores and .36 for self-report composite scores. Taken together, although target score reliability
is one potential explanation for differential correlations with target scores, in general, correlations are
likely to be larger when the data that inform the ML and target scores come from the same source.

That said, it should be noted that the degree of convergence between NLP scores and SME ratings
coincided with SME reliability. Four samples had single rater reliability .80 or above, and in these
samples, the NLP correlation with SME ratings was greater than .90. On the other hand, the
lowest two correlations between NLP scores and SME ratings (.85 in Sample 4, .76 in Sample 6)
coincided with the two samples where SME reliability was lowest (.73 and .74). This makes concep-
tual sense, as NLP scores cannot recreate scores that are themselves unreliable, and thus to an extent,
the NLP scores perform better at things that human raters are themselves good at. In respect to
Samples 4 and 6, where the weaker reliability and weaker convergence occurred, the PA comments
were often quite complex and there was variability in how they were written. Managers varied greatly
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in their use of company-specific jargon, whether the comment was used to list objective metric per-
formance, whether the comment was used for developmental tips, and the general tone of the
comment. The PA data from Samples 4 and 6 were also used for administrative decisions, which
increases the likelihood that bias and error affect PA data (e.g., Jawahar & Williams, 1997; Speer
et al., 2020). Thus, the NLP scores exhibited weaker psychometric properties in samples where
they would be expected to do so.

Off-the-Shelf LLM Versus Supervised Transformer
Table 3 contains results for GPT-3.5 and GPT-4 scores. GPT-3.5 had superior performance when
compared to BOW, correlating .81 with SME ratings (Steiger z= 14.12, p < .01) and .59 with tradi-
tional numerical ratings (Steiger z= 11.88, p< .01). These values were also similar, though lower, to
those seen with the final transformer model, with the difference in correlations with SME ratings
being .06 (Steiger z= 7.31, p < .01) and the difference in correlations for traditional numerical
ratings being larger (rdiff= .11, Steiger z= 19.83, p < .01). Still, it is noteworthy that GPT-3.5
scores had higher reliability than single rater SME judgments (.79) and approached psychometric
performance of the fully supervised DeBERTA scores, given GPT-3.5 requires zero training to
score the narratives and can be used free of charge via the ChatGPT interface.

Similarly, GPT-4 performed well and was a slight improvement over GPT-3.5. The average cor-
relation with SME ratings was .84 (Steiger z= 3.52, p < .01), and it was .61 for traditional numerical
ratings (Steiger z= 3.09, p < .01). These values are similar to the psychometric properties of the
supervised transformer model, though slightly lower. GPT-4.0 reliability was also higher than
single rater human evaluations (.79), and the scores exhibited reasonable psychometric properties
for all six samples, thus demonstrating evidence of generalizability across PA prompts, jobs, and
organizations. Lastly, the average correlation between GPT-4 scores and supervised transformer
scores was .86, demonstrating convergent validity evidence (e.g., Furr, 2021).

Discussion
Supervised NLP has commonly been used to recover a priori-targeted constructs from text in the
organizational sciences. Although supervised NLP generally exhibits favorable psychometric prop-
erties, models are resource-intensive to develop. Newer off-the-shelf LLMs present an opportunity to
assess organizational constructs without the need for developing customized models, and yet the
validity of such approaches is unknown. The current research tested whether off-the-shelf LLMs
accurately assess job performance from narrative comments, pitting them against customized, super-
vised transformer models and testing the generalizability of LLM scores across six PA datasets and
thousands of PA comments. There are several major findings and contributions from this work. We
present those here, and we highlight a decision process for considering how to use off-the-shelf
LLMs in practice.

The supervised transformer model demonstrated impressive psychometric evidence, with an
average correlation of .87 with SME ratings and .70 with numerical ratings made during the
appraisal. The fact that the correlation with SME ratings was .87 and the reliability for a single
human coder was only .79, speaks to the potential benefits of using NLP to score performance nar-
ratives. Not only does NLP eliminate the need for time-consuming and expensive human coding, but
NLP algorithms also do not suffer from some of the challenges associated with human judgments.
Humans are susceptible to distraction, influenced by changes in mood, inconsistent in the rules
used to form judgments, and are likely to only consider portions of a comment when making eval-
uations. On the other hand, an NLP algorithm is consistent in how it derives scores, considers all
available information, and does not fatigue. As such, NLP can achieve not only cost savings but
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also psychometrically sound measurement. For these reasons, we make our supervised transformer
algorithm freely available to the research community.

Yet, with the rapidly widespread adoption of off-the-shelf LLMs, customized supervised NLP
models may have less use going forward. We found there to be similar though slightly worse perfor-
mance between customized supervised transformer models and the output from GPT-3.5 and GPT-4,
with GPT-4 producing slightly more accurate scores than GPT-3.5. The average GPT-4 correlation
was .84 with SME ratings and .61 with traditional numerical ratings, with each similar, though
slightly lower, than the supervised transformer. Taken together, we conclude that GPT-4 provides
similarly accurate PA scores as supervised transformer models across these diverse PA contexts,
though if users are concerned with achieving the highest levels of psychometric performance,
using supervised transformers will likely yield slight improvements.

In respect to the larger consideration of using LLMs within the organizational sciences, we believe
these results support off-the-shelf LLM scoring within PAs specifically, with a caveat. Namely, if the
context requires strong evidence of validity, evidence from this study should only be used to support
off-the-shelf applications in contexts that are similar to the current validation study, consistent with
transportability validity evidence (Principles for the Validation and Use of Personnel Selection
Procedures, 2018). Issues of transportability have generally been applied to hiring contexts, but
the logic extends to the validation of any set of scores, including across varied organizational sciences
contexts (both applied settings and research contexts). Based on a transportability argument, if trying
to implement an assessment within a new job or context, then absent local validation evidence (e.g.,
that the assessment scores are related to important criteria; a measure exhibits strong convergent cor-
relations with target scores), the assessment lacks validation evidence. However, if the assessment
has shown to be valid elsewhere (e.g., in other jobs, contexts), then in such situations, an organization
or researcher may rely upon transportability evidence to justify the assessment based on results of a
previous validation research study and assuming similarity between the two contexts of use. We
introduce Figure 4 as a decision chart for how users might adapt the results of this study to assess
PA narratives and other organizational constructs of interest with off-the-shelf LLMs, offering
advice for those interested in using LLMs for employment decisions (e.g., hiring, promotion deci-
sions) or for lower-stakes research purposes. Regarding this last point, a lower standard for applica-
tion occurs when LLMs are used to score text in low-stakes contexts such as for research. In such
settings, confidence in measurement validity is still important, but there are no legal standards that
must be met in the same way that are required for high-stakes assessment usage.

As outlined in Figure 4, to confidently use off-the-shelf LLMs to assess psychological or organi-
zational constructs absent local validation evidence, it is recommended that (1) a validation study
(i.e., study containing evidence that the LLM-generated scores are valid) has been conducted else-
where demonstrating that off-the-shelf LLM scores display acceptable psychometric properties
(e.g., approximate the human SME correlation with target scores). (2) If this is satisfied, the new
context in which off-the-shelf LLMs will be used should be similar to the original validation
context, with (a) similar respondents (e.g., applied to similar jobs, applied to incumbents, all text pro-
vided by trained respondents) and (b) similar text generation instructions (e.g., the PA survey instruc-
tions for text are similar, same motivation for surveys). Likewise, (c) the same NLP model and (d)
NLP prompt should ideally be leveraged. Under these conditions, it is reasonable to assume the con-
texts are similar enough such that an off-the-shelf LLM shown to produce valid scores in a prior
context will also produce valid scores in the new context. Absent these conditions being met,
there is not strong evidence that off-the-shelf LLM scores will accurately measure the intended con-
struct, and as such, off-the-shelf LLM scores should first be validated in that context (e.g., correlated
with SME ratings) prior to implementing the LLM for use (either research or operational purposes).

As an example, let us assume we validated off-the-shelf LLM scores on data from study 1 with the
previously used GPT-4 model and prompts. However, our new context is Sample 6, which differs in
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the text generation instructions (from numerous narrow prompts to a single broad prompt). Let us
also assume we used GPT-3.5 due to cost and leveraged a different prompt (“Score this performance
appraisal narrative on a scale from 1 to 5, where 5= great”). Under the original validation context,
NLP correlations with SME ratings and traditional numerical ratings were .88 and .78, thus exhibit-
ing strong psychometric properties. However, under the new scenario, the values are just .58 and .36.
Thus, results from the original validation did not “transport” to the new context (i.e., did not gener-
alize to), and this is because the contexts are not similar enough to infer transportability. This does not
necessarily mean that off-the-shelf LLM scores will not be valid in new contexts absent transportabil-
ity evidence. However, it does mean that users cannot be as confident that the derived scores will, in
fact, be valid.

In respect to these points, it is worth discussing just how similar NLP prompts must be to retain
transportability evidence. NLP prompts can affect NLP output, and it is not always clear what will
and what will not work (Meincke et al., 2024). There are likely certain prompt features that should
remain stable to maintain confidence in transportability, particularly if relying on transportability evi-
dence for high-stakes employee decisions. For evidence of transportability, the core instructions
should not greatly change. For example, in our study, we instructed GPT to rate performance on a
1–5 scale. If we had changed this to a 1–3 scale, we would have found slightly different psychometric
properties (i.e., convergence with numerical ratings was 16% lower and convergence with SME
ratings was 12% lower).

On the other hand, other prompt features might be altered with minimal repercussions. These
include trivial wording adjustments that don’t affect the underlying meaning, such as preferring “per-
formance review” over “performance appraisal,” or minor specification changes, like requesting a
numerical output. Additionally, omitting stylistic elements, like directing against returning text or
echoing the prompt for cleaner output, likely have minimal impacts on transportability. However,
it’s worth noting that these stylistic choices might have benefits in terms of output clarity and
prevent the model from narrowing its focus prematurely, potentially affecting the final output’s
relevance.

Figure 4. Transportability decision chart for using large language models to score psychological and organi-

zational sciences constructs.
Note. LLM= large language model. New Local Context refers to new environment where user wishes to generate LLM

scores. Similarity in New Local Context is not a strict dichotomy, and users should evaluate context similarity requirements

based on intended use (e.g., high-stakes vs. low-stakes).
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It should also be noted that LLMs change rapidly, and tomorrow’s models will be more powerful
than today’s models. Figure 4 suggests that the same model should be used to establish transportabil-
ity of LLM scores. However, if a more advanced model is created and then later used, it is likely that
this model will have higher validity, and therefore the requirement to use the same LLM may not
always hold. This said, different LLMs often will perform better at different tasks, and therefore
without firm empirical evidence having been established, it will be unclear how valid
LLM-derived scores are in such cases. For low stakes applications of LLMs (e.g., research), it
may be reasonable to assume that a more advanced LLMwill remain valid when compared to validity
evidence collected elsewhere using a less advanced LLM.

On the other hand, for high stakes decisions, practicing caution and requiring the collection of
local validation evidence in such settings is prudent. To this point, we add a final caveat regarding
off-the-shelf LLM usage particularly for employment decisions (farther right on Figure 4). If used
for employment decisions, off-the-shelf LLM scores would then be subject to laws and regulations
such as the Civil Rights Act of 1964. If adverse impact were found, score validity would then be held
to higher levels of scrutiny. We are not implying that a transportability approach would definitively
fail in such a scenario, but given the higher stakes of assessment use, local validation is recommended
in such a context. Thus, whenever off-the-shelf LLM scores are used for employment decisions, or in
cases where sound transportability data does not exist, we recommend conducting local validation, at
least until firmer case law is established.

Figure 4 can also guide usage in lower stakes research contexts, for which LLMs can be used to assess
a whole range of constructs (e.g., work attitudes, employee emotions, leadership styles). Concepts of
validity are vital to supporting research conclusions, and as such we recommend that users strive to
achieve the aforementioned transportability requirements. However, slight violations might be tolerated
in some research contexts, with the degree of acceptable violation depending on the intended use of LLM
scores. For example, let’s say LLMs were highly related to SME ratings of positive affect derived from
employee emails. Another researcher may wish to assess positive affect in a new research context that also
uses emails. The sample is very different from the original validation context though, using higher-level
managers instead of lower-level employees. This decreases confidence in transportability. Yet, by using
the same type of LLM, the same medium (i.e., email), the same NLP prompts, and given it is not a liti-
gious context, there are likely enough similarities to make arguments of transportability and conclude that
the LLM scores are reasonably valid in the new context.

Limitations and Areas for Future Research
A positive feature of this study was that we were able to examine performance narratives across dif-
ferent PA contexts and organizations. Nonetheless, organizations differ in PA features such as
company culture, training, initiatives to facilitate the PA process, pay allocation norms, and so
forth, which all may impact how narratives are written and, therefore, how algorithms perform.
As such, it is possible our findings will not generalize to all PA contexts. If using a supervised
model, this is of less concern. Practitioners could even take the algorithm we shared and further fine-
tune it on their local data.2 This option is likely to yield strong validity. Yet, this defeats some of
off-the-shelf LLM benefits discussed in this paper. Ultimately, we believe Figure 4 addresses
these concerns when considering future off-the-shelf LLM use to assess psychological and organiza-
tional constructs.

In relation, there is an intermediate between off-the-shelf LLMs and supervised modeling—that is,
to fine-tune the LLM on local text data prior to prompting it. GPT is trained across a massive and
broad set of text, but if the local intended context for use differs greatly in the type of language
used (e.g., interview responses), it can be beneficial to update model parameters based on context-
specific language (e.g., Demszky et al., 2023; Wu et al., 2023). Because this contradicts this
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study’s goals of understanding off-the-shelf performance of LLMs, it was not performed. However,
this is a promising area for future research.

Finally, this study only examined PA data. There are many other sources of unstructured organi-
zational text, the likes of which vary in complexity and purpose. It is unclear if our pattern of findings
will generalize to other organizational use cases. Thus, future research is needed, and particularly to
flesh out whether the proposed transportability implications function satisfactorily across varied orga-
nizational contexts.

Conclusion
We found that off-the-shelf LLMs demonstrated similar, though slightly lower, psychometric prop-
erties as supervised transformer models in assessing PA narratives. Given the similarity in psycho-
metric performance to supervised transformers and given that LLM scores were more reliable than
single rater SMEs, this suggests that off-the-shelf LLMs appear to be psychometrically sound
methods to evaluate PA text. We presented a framework for interpreting psychometric evidence
when using off-the-shelf LLMs within other contexts and when assessing other organizational con-
structs. Taken together, we believe this research establishes off-the-shelf LLMs as a useful method
for researchers and practitioners, and we encourage users to apply and test our proposed decision
rules for applying off-the-shelf LLM to score organizational constructs.
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Notes

1. A reviewer inquired about the magnitude of the corrected correlations found here, given they approached 1.0.
These values are quite high and stand in contrast to corrected correlations commonly seen in other domains of
the organizational sciences where more traditional scoring is used, such as personnel selection (e.g., Sackett
et al., 2022). The major difference for contexts such as personnel selection is that there is not a 1–1 construct
match between the predictor content (e.g., test content assessing knowledge, skills, abilities, and other char-
acteristics, KSAOs) and the target domain (often job performance). Job performance, which is commonly the
dependent variable in personnel selection, cannot be closely predicted by KSAO data alone, as job perfor-
mance is influenced by a complex blend of factors such as KSAOs, but also supervisor leadership abilities,
motivation, employee training, job design, job attitudes, compensation, among many others (cf. LeBreton
et al., 2014). On the other hand, a performance narrative is explicitly designed to describe the construct of
job performance, and it many cases, narratives describe performance in straightforward and easily scorable
ways. Because of this, higher levels of convergence can be found.

2. Researchers could collect target scores, such as a few hundred SME ratings of the text, and then gradually
tune the model to update parameters on the local data. Such a process balances the power of large
samples, previously fine-tuned algorithms, and then further tuning to maximally customize an algorithm
for local organizational use.
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	 &/title;&p;The use of machine learning (ML) and natural language processing (NLP) has become widespread within the organizational sciences (Campion  Campion, 2023). In many instances, ML can achieve similar reliability as human judges when assessing psychological constructs (e.g., Koenig et al., 2023). Methods like NLP also eliminate the time and effort spent by humans to evaluate text. Considering these features in tandem, NLP offers an attractive tool for those seeking to understand organizational phenomena from unstructured data.&/p;&p;Supervised modeling (James et al., 2017) is a form of ML that trains models to transform predictor data (e.g., text) to recreate target criteria (e.g., personality scores). It is the dominant NLP paradigm in the organizational sciences to date. Researchers have recently leveraged powerful neural network transformer models trained to recreate personality (e.g., Fan et al., 2023), attitudes (e.g., Speer et al., 2023), and interview scores (e.g., Rottman et al., 2023), with generally favorable psychometric properties. However, supervised modeling is also time-consuming and resource-intensive when developing models, as it requires moderate to large sample sizes and the existence of target criterion scores, which may or may not require collecting new data (e.g., subject matter expert [SME] judgments to evaluate text documents). This is prohibitive in many cases and prevents scalable use for assessing new constructs. If NLP researchers could forgo the need to build customized, supervised models, this could have major implications for how practitioners and researchers evaluate text data and increase ease of use.&/p;&p;In late 2022, the world was introduced to powerful and accessible large language models (LLM), such as GPT-3.5, built specifically for language processing and generation tasks. Many new LLMs have been created since (e.g., GPT-4, Gemini, and Llama2), and improvements to existing LLMs are steadily being made. These massive neural network models contain billions to trillions of parameters and have been trained on unprecedented amounts of data to understand and predict text. In turn, they demonstrate impressive capabilities in solving a range of unexpected knowledge, creativity, and other human-related tasks (e.g., Demszky et al., 2023; Sartori  OrrÙ, 2023). Because of their capability to understand language, LLMs may be well-suited for assessing psychological constructs and phenomena from text.&/p;&p;Importantly, what makes LLMs like GPT so intriguing for this task is that they can be used in an “unsupervised” fashion, meaning they do not require training new supervised models with matched target criterion labels. Instead, users can simply prompt the LLM with instructions on what to do (e.g., “How positive is this text, on a scale from 1 = negative to 5 = positive?”) and receive automatic outputs. This has been called “zero-shot” modeling in the computer sciences (e.g., Brown et al., 2020) and, in essence, makes LLMs an “off-the-shelf” solution for a variety of tasks, including potentially some of which supervised modeling has historically been used for (e.g., replacing human SMEs). This creates an attractive option to score text, and one with a user-friendly interface that reduces the knowledge barrier for use (e.g., ChatGPT). If LLMs can accurately score text across contexts, that would have massive implications and opportunities for researchers. For example, researchers might be able to quickly score employee survey comments, interviews, or applicant materials rather than use trained SMEs. Likewise, people analytics teams could quickly score employee survey data according to any number of attitudes and perceptions. That is, however, if LLMs are capable of accurate “off-the-shelf” scoring.&/p;&p;The efficacy of LLMs in performing text analysis needs to be evaluated (Demszky et al., 2023), particularly when applied for new purposes. It remains unclear whether off-the-shelf LLM scoring will produce similarly valid scores in organizational settings compared to customized, supervised approaches. Just like with traditional psychological assessment, any set of scores should exhibit evidence of validity (e.g., Furr, 2021). This is particularly relevant for off-the-shelf LLMs, which may work well for some texts and contexts but not for others (e.g., Demszky et al., 2023). On the other hand, if off-the-shelf LLM scoring is valid for specific types of texts and within certain contexts, researchers and practitioners may “transport” (Principles for the Validation and Use of Personnel Selection Procedures, 2018) that evidence to new use cases that possess similar contextual features of the original validation efforts, similar to transportability validity strategies used within employee hiring (Principles for the Validation and Use of Personnel Selection Procedures, 2018). However, initial psychometric evidence must first be obtained.&/p;&p;Within this research we juxtapose supervised and off-the-shelf LLM scoring across six datasets and thousands of text documents. We then provide a framework for how to establish psychometric evidence for off-the-shelf LLM scoring in new contexts, both research-focused and applied. This experiment is performed across six performance appraisal (PA) datasets and thousands of employee comments, providing a robust test across diverse settings that differed in format and purpose. PAs often contain both numerical ratings of employee performance as well as qualitative descriptions that allow for more elaboration and contextualization (Brutus, 2010). Although NLP has been performed in this context (Speer, 2018, 2020), past research has leveraged older NLP methods (e.g., bag of words ML [BOW-ML]). We compared supervised, transformer-based NLP (e.g., He et al., 2020; Vaswani et al., 2017) to off-the-shelf LLM models (ChatGPT-3.5 and ChatGPT-4) in terms of their relations to both numerical PA ratings and SME evaluations of the PA comments. Finally, we conclude with a discussion of the psychometric requirements necessary to use off-the-shelf LLMs in organizational contexts and offer a decision flow chart for how to ensure sound psychometric use of off-the-shelf LLMs in practice and research.&/p;&/sec;
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